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ABSTRACT: Opportunistic networks are a class of mobile ad hoc networks (MANETs) where contacts between 

mobile nodes occur 0pportunistically and where a complete end-to-end path between Source and destination rarely 

exists at one time. In Opportunistic network, node can communicate with each other if are they in radio frequency 

range. But at the same, if nodes are going out of radio frequency range then communication is not takes place properly. 

So it results into end to end delay, reducing packet delivery ratio, and significantly reducing throughput. 

      So this paper is concerned with promoting the data replication method to transfer the overall reliability and 

congestion control in opportunistic network. 

I. INTRODUCTION 

      An opportunistic network as a subclass of Delay-Tolerant Network where communication between nodes are 

intermittent, so an end-to-end path between the source and the destination may never exist. Ex. Human social network 

where connectivity occurs opportunistically .In this paper, we proposed two important functions, traditionally provided 

by the transport layer, are ensuring the reliability of data transmission between source and destination, and ensuring 

that the network does not become congested with traffic. However, modified versions of TCP that have been proposed 

to support these functions in MANETs are ineffective in opportunistic networks. In addition, opportunistic networks 

require different approaches to those adopted in the more common intermittently connected networks, e.g. deep space 

networks. In this article we capture the state of the art of proposals for transfer reliability and storage congestion control 

strategies in opportunistic networks. 

      We are discussing potential mechanisms for transfer reliability service, i.e. data replication method, one to one 

optimization scheme, reliable neighbour scheme, reliable grouping scheme In this, We have discussed all given 

methods which results to decrease the time (simulation second) to transfer the packet ,to decrease average end to end 

delay, to increase packet delivery ratio against, to find out shortest path against node density and overall average packet 

forwarding against node density. 

II. RELATED WORK 

Contention-based forwarding: The general idea of CBF is to base the forwarding decision on the current neighbourhood 

as it exists in reality and not as perceived by the forwarding node. This requires that all suitable neighbours of the 

forwarding node are involved in the selection of the next hop. CBF works in three steps: first, the forwarding node 

transmits the packet as a single-hop broadcast to all neighbours.  Second, the neighbours compete with each other for 

the „„right‟‟ to forward the packet. During this contention period, a node determines how well it is suited as a next hop 

for the packet. Third, the node that wins the contention suppresses the other nodes and thus establishes itself as the next 

forwarding node. In the following we describe in detail how contention can be realized on the basis of biased timers.. 

 

Timer-based contention: The decentralized selection of one node out of a set of nodes is a common problem 

encountered in many areas of computer networks. It is known as feedback control in group communication or as 

medium access control in (wireless and wired) local area networks such as IEEE 802.11.       

        A standard approach for this selection is by means of timers. In its most simple form, timer based contention 

requires that each node sets a timer with a random value. Once the first timer expires, the corresponding node responds. 

The timers of all other nodes are cancelled and their responses are suppressed. 

        It is important to realize that with this contention algorithm more than one node may respond, even if a _good_ 

suppression mechanism is used. This will happen when the difference between the timeout value of the earliest timer 
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and some other timer is smaller than the time required for suppression. Therefore, the interval from which the timeout 

values are selected should increase with the number of competing nodes. It was shown in that exponentially distributed 

random timers can further decrease the number of responses compared to uniformly distributed timers.  

       To use such a simple timer-based mechanism for the forwarding decision, all nodes that receive the packet check if 

they are closer to the destination than the forwarding node. If this is the case, a random (exponentially distributed) 

timer is set to start the contention and the node responding first is selected as the next hop. 

The problem of the simple timer-based contention is that all nodes which are located closer to the destination than the 

forwarding node are treated equally. Thus a node providing minimal progress would have the same chance to be 

selected as next hop as a node providing a large progress. We therefore propose to determine the value for the timers 

based on how much progress a node provides toward the destination instead of setting them randomly. 

To greedily minimize the remaining distance to 

the destination, the progress P is defined as 

 

P (f , z, n )= max    0 , dist(f, z) – dist(n, z)   ; 

                          R radio 

 

given f is the position of the forwarded r, z the position of the destination and n the position of the considered 

neighbour. dist is defined as the Euclidean distance between two positions and radio is the nominal radio range. Fig. 1 

illustrates the suitability of a node as next hop depending on its location. A progress value 

(P) of 0 indicates that a node is unsuitable while a value of 1 is optimal and is reached if the node is located at the 

intersection of the circle delineating the transmission range of the forwarding node and the line from the forwarding 

node to the destination. Thus P increases linearly from 0 to 1 with the progress that a node at this position would 

provide for the packet. For the contention in CBF we select the timer runtime as: 

 

t(P) = T(1-P); 

where T is the maximum forwarding delay. This 

makes sure that the node with the largest progress is selected as next hop. Since the runtime of the timer only depends 

on the remaining distance to the destination it is identical for all nodes that are located on the same circle around the 

destination. A packet duplication may occur in the following situation: if the best suited node has a progress of P1 and 

there exists at least one node with a progress 

of P such that t(P) - t(P1) < ð, where ð is the minimum time interval needed for suppression, then at least one packet 

duplication occurs. All nodes with progress P and 

 

P1 >=  P>= 1 –  ð+ T(1-P1) = P1 – ð/T 

 

          T 

are within this so-called duplication area. An interesting property of the duplication area is that it becomes smaller the 

closer the best suited node is located to the destination. As long as the positions of the nodes are uniformly distributed 

this reduces the chance of packet duplication in a similar way as exponentially distributed random timers reduce the 

chance of packet duplication when compared to linearly distributed random timers. 

 

 
 

Fig.1: Packet progress (transmission  range 250 m) 
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III. PROPOSED WORK 

 

In this paper, we are defining the different method of data replication for transfer reliability and storage congestion 

control strategies in opportunistic networks.  

A. Data Replication: 

                               Data replication has been extensively studied in the Web environment and distributed database 

systems. However, most of them either do not consider the storage constraint or ignore the link failure issue. Before 

addressing these issues by proposing new data replication schemes, we first introduce our system model. In a MANET, 

mobile nodes collaboratively share data. Multiple nodes exist in the network and they send query requests to other 

nodes for some specified data items. Each node creates replicas of the data items and maintains the replicas in its 

memory (or disk) space. During data replication, there is no central server that determines the allocation of replicas, and 

mobile nodes determine the data allocation in a distributed manner. 

 

B. The One-To-One Optimization (OTOO) Scheme:     

1) It considers the access frequency from a neighbouring node to improve data availability. 

2)  It considers the data size. If other criteria are the same, the data item     with smaller size is given higher priority for 

replicating because this can improve the performance while reducing memory space. 

3) It gives high priority to local data access, and hence the interested data should be replicated locally to improve data 

availability and reduce query delay. 

 4) It considers the impact of data availability from the neighbouring node and link quality. Thus, if the links between 

two neighbouring nodes are stable, they can have more cooperation‟s in data replication. 

 

C. The Reliable Neighbour (RN) Scheme: 

                     OTOO considers neighbouring nodes when making data replication choices. However, it still considers its 

own access frequency as the most important factor because the access frequency from a neighbouring node is reduced 

by a factor of the link failure probability. To further increase the degree of cooperation, we propose the Reliable 

Neighbor (RN) scheme which contributes more memory to replicate data for neighbouring nodes. In this scheme, part 

of the node‟s memory is used to hold data for its Reliable Neighbours. If links are not stable, data on neighbouring 

nodes have low availability and may incur high query delay. Thus, cooperation in this case cannot improve data 

availability and nodes should be more “selfish” in order to achieve better performance. 

 

D. Reliable Grouping (RG) Scheme: 

                   OTOO only considers one neighbouring node when making data replication decisions. RN further 

considers all one-hop neighbours. However, the cooperation‟s in both OTOO and RN are not fully exploited. To further 

increase the degree of cooperation, we propose the reliable grouping (RG) scheme which shares Replicas in large and 

reliable groups of nodes, whereas OTOO and RN only share replicas among neighbouring nodes. The basic idea of the 

RG scheme is that it always picks the most suitable data items to replicate on the most suitable nodes in the group to 

maximize the data availability and minimize the data access delay within the group. The RG scheme can reduce the 

number of hops that the data need to be transferred to serve the query. 

 

IV. PERFORMANCE ANALYSIS 

Simulation is the imitation of the operation of a real- world process or system over time.  Computer simulation is the 

discipline of designing a model of an actual or theoretical physical system, executing the model on a digital computer, 

and analysing the execution output. Simulation time and actual clock time are not the same. For example, running a 

simulation for 10 seconds will usually not take 10 seconds. The amount of time it takes to run a simulation depends on 

many factors, including the model's complexity, the solver's step sizes, and the computer's clock speed.  In this 

registration of each node is takes place .so simulation time to transfer the data from source node to destination  after  

analysing the data  is less than before analysing data.  

 

[root@localhost root]# cd core 

[root@localhost root]#ns main.tcl 

http://www.ijarset.com/


      
         

                   ISSN: 2350-0328 
 

International Journal of Advanced Research in Science, 

Engineering and Technology 

Vol. 2, Issue 7 , July 2015 

 

Copyright to IJARSET                                              www.ijarset.com                                                                                     765 

 

 

No. of node is set 150 

 

INITIALIZE THE LIST XlistHead 

SORTING LIST …….DONE! 

 

Channel.cc:sendUp- Cala hihestantennaz_distcst 

HighestAntennaz_=1.5,Distcst=1765432156987456321546987651236457965486541235647895564123654789123654

789312331233336447895656323345697756922323644789651223354478921233654486624566221235478965411645

327894653127984123794652134562178935464319876231456179846531234567892135446987436235698.0 

 

10 simulation second. 

20 simulation second. 

30 simulation second. 

40 simulation second. 

50 simulation second. 

60 simulation second. 

70 simulation second. 

80 simulation second. 

90 simulation second. 

 

[root@localhost root]# grep “<f” ns.trc>fresult 

[root@localhost root]#. / Shortan.sh 

Please stand By. Analyzing File:simple.tr in/root/core 

 

Real    0m1.754s 

User    0m1.660s 

Sys      0m0.050s 

 

ANALYZING DATA 

Illegal division by zero at ./datashort.pl line.328.<>line 52620, 

 

Real    0m1.305s 

User    0m1.180s 

Sys      0m0.040s 

 

[root@localhostroot]#gnuplotftime.plot //forwarding time 

 

[root@localhost root]#gnuplot pdr.plot 

//packet delivery ratio 

 

[root@localhost root]#gnuplot e2e.plot 

//end to end delay 

 

[root@localhost root]#gnuplot pfor.plot 

//packet forwarding 

 

A.Impact of node density Vs End to end delay: End-to-end delay or One-way delay refers to the time taken for a 

packet to be transmitted across a network from source to destination. It is a common term in IP network monitoring, 

and differs from Round-Trip Time(RTT). The node density impacts routing evaluations since it determines, together 

with the mobility model, how many neighbours a node has.fig 2 shows the performance of end to end delay Vs node 

density. 
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Fig.2  : Node density Vs end to end delay 

                             
 

 

B. Node density Vs Avg path length 

In this ,we are finding shortest path to reduce average path length between the nodes which results into reliability and 

reducing packet delay. Fig. 3 shows graphical representation of node density Vs  Avg path length. 

 

 
Fig. 3 : Node density Vs Avg path length 
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C.Node density Vs Packet delivery ratio 
 

Fig. 4 shows the ratio of  packet delivered by selected nodes against total number of nodes present in network. 

 

 
Fig.4  : Node density Vs Packet delivery 

 

 

 

 

4. P Vs forwarding time 

Fig. 5 shows  P ( no. of packet) against time required to deliver these  packet to destination. 

 

 
Fig. 5 P Vs Forwarding time 

 

. 

V. CONCLUSION 

 

Strategies related to congestion and transfer need to be taken care while the messages are being transferred in a hop by 

hop basis manner and regularly used fixed networks function like packet dropping ,forwarding , congestions control are 

interrelated with each other. In this paper we have provided method of replicating the data throw moving nodes 

(manet‟s)which results into transferring reliability and congestion control in opportunistic network. 

http://www.ijarset.com/


      
         

                   ISSN: 2350-0328 
 

International Journal of Advanced Research in Science, 

Engineering and Technology 

Vol. 2, Issue 7 , July 2015 

 

Copyright to IJARSET                                              www.ijarset.com                                                                                     768 

 

 

 

REFERENCES 

[1]  Delay Tolerant Networking Research Group, available online: http://www.dtnrg.org 

[2] Y. Hu, V.O.K. Li, “Satellite-based Internet: a Tutorial”, IEEE Commun. Mag., vol. 39, no. 3, pp. 154-162, March 2001. 

[3]  M. Marchese, M. Rosei, G. Morabito, “PETRA: Performance Enhancing Transport Architecture for Satellite Communications”, IEEE J. 

Sel. Areas Commun., vol. 22, no. 2, pp. 320-332, Feb. 2004. 
[4]  P. Szczytowski, A. Khelil, A. Ali, N. Suri, “TOM: Topology Oriented Maintenance in Sparse Wireless Sensor Networks”, Proc. 8th IEEE 

SECON, Salt Lake City, Utah, USA, June 2011. 

[5]  P. Juang, H. Oki, Y. Wang, “Energy-Efficient Computing for Wildlife Tracking: Design Tradeoffs and Early Experiences with Zebranet”, 
Proc. ASPLOS, Oct. 2002. 

[6]  A.K. Pietilainen, C. Diot, “Social Pocket Switched Networks”, Proc. 9th INFOCOM Workshops, Rio de Janeiro, April 2009. E. Daly, M. 

Haahr, “Social Network Analysis for Routing in Disconnected Delay Tolerant MANETs”, Proc. 8th ACM Intl. Sym. on Mobile Ad Hoc  
Networking and Computing, Montreal, Canada, Sep. 2007. 

[7]  P. Hui, J. Crowcroft, E. Yoneki, “BUBBLE Rap: Social-based Forwarding in Delay Tolerant Networks”, Proc. 9th ACM Intl. Sym. on 

Mobile Ad Hoc Networking and Computing, Hong Kong, China, May 2008. 
[8] Z. Zhang, “Routing in Intermittently Connected Mobile Ad Hoc Networks and Delay Tolerant Networks: Overview and Challenges”, 

IEEE Commun. Surveys Tuts., vol. 8, no. 1, pp. 24-37, 2006. 

[9] Y. Cao, Z. Sun, “Routing in Delay/Disruption Tolerant Networks: A Taxonomy, Survey and Challenges”, IEEE Commun. Surveys Tuts., 
vol. 15, no. 2, pp. 654-677, 2012. 

[10] R. Braden, “Requirements for Internet Host-Communication Layers”, RFC 1122, 1989. 

[11]  G. Zhang, Y. Liu, “Congestion Management in Delay Tolerant Networks”, Proc. 4th Annual International Conference on Wireless 
Internet, Brussels, Belgium, 2008. 

[12]  T. Hossmann, T. Spyropolous, F. Legendre, “A Complex Network Analysis of Human Mobility”, Proc. IEEE Conf. on Computer 

Commun. Workshops, Shanghai, China, 2011. 

[13] J.M. Pujol, A.L. Toledo, P. Rodriguez, “Fair Routing in Delay Tolerant Networks”, Proc. IEEE INFOCOM, Rio de Janeiro, Brazil, 2009. 

[14] J. Leguay, A. Lindgren, J. Scott, T. Friedman, J. Crowcroft, “Opportunistic Content Distribution in an Urban Setting”, Proc. ACM 

SIGCOM Workshop on Challenged Networks (CHANTS-06), Pisa, Italy, Sept. 2006. 
[15]  M.J. Khabbaz, C.M. Assi, W.F. Fawaz, “Disruption-Tolerant Networking: A Comprehensive Survey on Recent Developments and 

Persisting Challenges”, IEEE Commun. Surveys Tuts., vol. 14, no. 2, pp. 607-640, 2012. 

[16]  T. Kathiravelu, N. Ranasinghe, A. Pears, “An Enhanced Congestion Aware Adaptive Routing Protocol for Opportunistic Networks”, Proc. 
6th Intl. Conf. on Industrial and Information Systems, Sri Lanka, Aug. 2011. 

[17]  M. Radenkovic, A. Grundy, “Congestion Aware Forwarding in Delay Tolerant and Social Opportunistic Networks”, Proc. 8th Intl. 

Conf.on Wireless On-Demand Network Systems and Services, Bardonecchia, Italy, 2011. 
[18]  F. Fabbri, R. Verdone, “A Sociability-Based Routing Scheme for Delay- Tolerant Networks”, EURASIP Journal on Wireless 

Communications and Networking, vol. 2011, article ID 251408, pp. 1-13. 

[19]  B. Soelistijanto, M. Howarth, “Traffic Distribution and Network Capacity Analysis in Social Opportunistic Net works”, Proc. IEEE 
WiMob12 Workshop on Selected Topics in Mobile and Wireless Computing, Barcelona, Spain, Oct. 2012. 

[20]  A. Chaintreau, P. Hui, J. Crowcroft, C. Diot, R. Gass, J. Scott, “Pocket Switched Networks and Human Mobility in Conference 

Environments”,Proc. ACM Sigcomm WDTN05, Philadelphia, Pennsylvania, USA, 2005. 
[21]  T. Kathiravelu, N. Ranasinghe, A. Pears, “Towards Designing a Routing Protocol for Opportunistic Network”, ProcZs in ICT for 

Emerging Regions, Colombo, Sri Lanka, Sep. 2010. 

[22]  Lijun TANG, Yi CHAI , Yun LI , Binbin WENG, “Buffer Management Policies in Opportunistic Networks”, Journal of Computational 
Information Systems 8: 12 (2012) 5149 5159,Available at http://www.Jofcis.com 

 
 

 

 

http://www.ijarset.com/

