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ABSTRACT: Churn prediction in telecom has gained a huge prominence in the recent times due to the extensive 

interests exhibited by the stakeholders, large number of competitors and huge revenue losses incurred due to churn. 

Predicting telecom churn is challenging due to the voluminous and sparse nature of the data. This paper presents a 

technique for telecom churn prediction that employs PSO for churn prediction. Experiments reveal that the 

performance of metaheuristics was more efficient and they also exhibited better predictability levels. 
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I. INTRODUCTION 

Customer Relationship Management is the major component of an organization. The major issue in any customer 

related organization is maintaining customers. This is due to high competitive market and a level of dissatisfaction 

experienced by customers. Customer retention is a major necessity for successful operation of an organization. 

Obtaining a new customers is considered to be five to six times more costly [1]. Loss of customers will lead to revenue 

loss and loss of brand loyalty and the company’s morale. 

Customer churn/ abrasion is the tendency of a customer to stop doing business transactions with an organization [2]. 

The major issue in churn prediction is that there are several reasons for a customer to churn. Identifying these reasons is 

difficult, as the reasons are not direct. They depend on customer’s personal views and the products or services that the 

customers utilize from the company. Organizations need to predict churn before it happens. Huge customer data is 

available and predictions can be performed, however the nature of the data is a huge drawback to the prediction 

mechanism.  

II. RELATED WORKS 

 

This section discusses some of the recent contributions in the domain of churn prediction.   

Xiao et al. presented a dynamic transfer ensemble based churn prediction model [3]. It uses feature selection as a 

part of pre-processing mechanism in customer churn prediction. Pre-processing is used to eliminate unnecessary entries. 

Feature selection is actually carried out in two phases. The first phase performs feature selection using GMDH-type 

neural network and the next phase analyses the source domain and adds entries to the feature list.  

Chen et al. proposed a study on predicting churn in logistics industry [4]. This model considers length, recency, 

frequency, monetary and profit (LRFMP) to determine churn. This paper also discusses the managerial implication 

with additional insights on the predictor variables.  

Idris et al. proposed a telecom based churn prediction technique [5]. It uses minimum redundancy maximum 

relevance (mRMR) for the prediction process. This technique also employs feature selection and also uses Random 

Forest, Rotation Forest, RotBoost and DECORATE for churn prediction. Statistical classifier based churn prediction 

techniques include [6,7,8,9]. They use KNN to identify churn. Hybridized KNN based churn prediction is presented in 

[10]. Alessandro et al. presented an agent based technique to predict unsatisfactory 3G to 4G in cellular networks [11]. 

It is an extended recommendation based method to avoid churn.  

Droftina et al. proposed a real time churn prediction model based on sociometric clique and social status theory [12]. 

Xiao et al. proposed an ensemble based technique for churn prediction [13]. Other similar churn prediction techniques 
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include [17, 18]. From the above discussion it was observed that ensemble techniques are the most preferred for churn 

prediction. However, it is costly and time consuming.  

III. OUR APPROACH 

Churn data is usually composed of customer details and their associations with products provided by the 

organizations. This paper deals with telecom churn prediction. From the telecom data, it could be observed that the 

attributes in the dataset represents all the services presented by the organization. Hence the data is huge. Besides on 

including every service, the dataset keeps growing horizontally. Hence the dataset has very high attribute levels. This in 

turn leads to sparsity in the dataset due to large number of empty null valued entries. 

 

Customers are usually associated with a few products in the organization. Hence the attributes corresponding to 

those entries are filled, while the others are left empty. leading to the highly sparse nature of the data. 

 

Metaheuristic is a higher-level heuristic used to identify or select a heuristic that provides an optimal solution. The 

advantage of metaheuristics is that it can work with incomplete or imperfect information [14]. Hence the current 

problem of churn prediction is applied on a metaheuristic technique to obtain optimal solutions. 

 

The properties of churn clearly expose the complexity involved in the process of mining churn data. Applying data 

mining algorithms on such data tends to be disastrous, due to its inefficiency in handling such data. Not only that data 

mining techniques require their input data to be in specific formats, they also require the entire data to be present in-

order to perform the prediction process. The complexity of such algorithms shoot up as the amount of data increases. 

Hence in terms of scaling, most of the statistical prediction techniques fail. Hence opting for meta-heuristic techniques 

in such scenarios is the best decision. This paper uses PSO [15,16] as a classifier for predicting churn. 

 

The search space is created using the Orange Data. The dimensions of the search space correspond to the number of 

attributes contained in the dataset. Particle initialization is carried out by identifying the placement location of the 

particles using a uniform distribution function. Particle distributions are confined to the search space boundaries. The 

number of particles that are to be used for a given problem is itself an optimization problem. The number of particles 

used for the current implementation scenario is obtained by trial and error. Initial particle velocities are then identified 

in random using eq. (1) 

 

                            (1) 

 

wherebup and blo are the upper and lower bounds of the search space. 

 

The velocity identification marks the beginning of particle movement. Every particle moves according to its velocity 

component. Due to the random identification of velocities, the particles are dispersed in the search space in a random 

fashion. The particle best (pbest) and the global best (gbest) values are identified. 

 

Particle best (pbest) corresponds to the best solutions identified by a particle since the beginning of the iteration and 

global best (gbest) is the best solution obtained from the swarm, which is the best of all the pbestvalues. In-order to 

identify the pbestof each particle, the fitness of the particle is identified. The identified current fitness is compared with 

the previous pbest. If the current solution that has been identified has better fitness compared to the already existing 

fitness, the existing pbestis replaced with the current fitness. The new fitness value is then compared against the current 

gbestand the best of the values is retained as the current gbest. 

 

After the initial identification of pbestandgbest, the particles are again triggered for movement towards the best solution 

that has been identified so-far. The new velocity is identified using eq. (2) 

 

                                         (2) 

 

wherePi,d and gd are the parameter best and the global best values, rp and rg are user generated random numbers, xi,d is 

the value current particle position, and the parameters ω, φp, and φg are selected by the practitioner. 
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The process of churn prediction is internally a classification system that identifies the current state of a customer using 

the properties of the customer. This in general can be expressed as follows. 

 

Given a database with two classes (representing churn and no churn) and N attributes, the process of classification is to 

identify the optimal centroid C in an N dimensional space for each class. Hence a particle i is represented as 

 

Pi= {Pi,1, Pi,2 , Pi,3 - - - Pi,N}  (3) 

 

with a velocity component 

Vi= {Vi,1 , Vi,2 , Vi,3- - - Vi,N}  (4) 

 

The fitness of particles are computed by identifying the Euclidean distance between the training data and the current 

position of the particle eq. (5). Particle exhibiting the closest distance with the centroid in the N dimensional region is 

considered as the best solution for the current training data and hence the churn value of the best solution is identified 

to be the prediction for the training data. 

               
  

     (5) 

 

wherePi,krefers to the current position of particle I in the k
th

dimension and k represents the value of the training data in 

its k
th

dimension. 

 

This process is continued till a stagnation behavior is encountered. After stagnation, the result contained in gbestis 

considered to be the best solution for the current churn record.  

 

IV. RESULTS AND DISCUSSION 

 

 

PSO was implemented using C#.Net on Visual Studio 2012. Experiments were conducted with the Orange Dataset on 

PSO.  

 

Table 1: Dataset Analysis 

 

Property 
Orange 

Dataset 

Attribute density 230 

Instances 50000 

Missing Value Levels 60% 

# Numerical Attributes 190 

# Categorical Attributes 40 

 

Comparison is carried out using PSO and J48. J48 is a tree based algorithm based on C4.5. Results for J48 were 

calculated using Weka. Accuracy and F Measure were used as performance metrics. 

 

Accuracy comparison of PSO with J48 is presented in Fig.1. It could be observed that PSO exhibits accuracy similar to 

J48, exhibiting an accuracy level of ~85%. Even though metaheuristics are usually expected to provide near optimal 

results, it could be noted that PSO exhibits accuracy comparable to J48, a tree based algorithm.     
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Fig.1 Accuracy 

 

 
 

Fig. 2. F Measure 

 

F-Measure obtained from the results of PSO and J48 are presented in Figure. F-measure is an analysis used to measure 

the accuracy of the binary classifier. It is calculated using the eq (6) 

 

 

         
                  

                
 (6) 

It could be observed that PSO exhibits a better F-Measure compared to J48. F-Measure reflects the retrieval rates of a 

classifier. Hence it could be concluded that PSO exhibits better positive retrieval levels compared to J48. 

 

V. CONCLUSION  

 

Churn prediction is one of the major requirements of the current competitive environment. This paper deals with 

identifying and predicting churn in telecom data using Particle Swarm Optimization. Analysis of the algorithms was 

carried out on the basis of ROC and PR Curves. Future directions will include incorporation of schemes or 

modifications to reduce the False Positive rates. Further, analysis in terms of imbalance levels and data sparsity will 
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also be carried out. Incorporation of Game theory in the decision making process will also help improve the accuracy 

levels and in the identification of churn.  
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