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ABSTRACT: In this paper, Zero-truncated Combinominal distribution was derived and investigated its behavior in modeling structurally non-zero data. The proposed distribution is characterized by two parameters, which make it flexible. The maximum likelihood method is used to obtain the estimators of the parameters through R-software. Two real-life datasets were used to evaluate its performance. The statistic (chi square goodness-of-fit) with the p-value shows that the proposed Zero-truncated Combinominal distribution yields “a good fit”.
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I. Introduction

When the data to be modelled is a count, binary or non-binary, data type it is important to consider distributions that handle such data well. In this case the Binomial and Poisson models are the popular distributions to describe such data. The Poisson and Binomial models have been applied in many disciplines, including medicine, Economy, epidemiology, Biology and Demography. Composisson distribution was originally developed in 1962 to model Queuing process by [1], the distribution was later revisited by [2] after a period in which it was not been widely used. [2]derived many of the basic properties of the distribution. The Composisson distribution belongs to the exponential family as well as to the two-parameter power series family of distributions. It introduces an extra parameter, \( \nu \), which governs the rate of decay of successive ratios of probabilities. It built-in the usual Poisson (when \( \nu = 1 \)), geometric (when \( \nu = 0 \)) and Bernoulli (when \( \nu = \infty \)) distributions and it allows for both thicker and thinner tails than the Poisson distribution ([2], [3]).

The distribution has recently become much more widely known and applied, including studies such as, birth process models ([4]), internet search engine visits ([5]), analyzing word length ([2]), prediction of purchase timing and quantity decisions ([6]), quarterly sales of clothing ([2]), the timing of bid placement and extent of multiple bidding ([7]), modeling electric power system reliability ([8]), developing cure rate survival models ([9]), modeling the number of car breakdowns ([10]), and modeling motor vehicle crashes ([11], [12]). [13]compared the efficiency of quasi-likelihood and Maximum Likelihood Estimate estimation approaches for estimating the parameters of a single-link Composisson based on simulated data sets. [14]developed a Maximum Likelihood Estimate (MLE) for a single link GLM based on the original Composisson distribution. The major advantage of the Composisson distribution is its ability to handle both under-dispersion and over-dispersion within a single conditional distribution. This is an alternative to the restricted generalized Poisson (RGP) distribution by [15]. [14]demonstrated that Composisson model formulation assumes a constant dispersion level across all observations, such an extension still maintains the structure of an exponential family, unlike that of the generalized Poisson model of [15].

However, when the data of interest is structurally zero-truncated, the distributions must be adjusted to account for the missing zeros. A typical example is a study of length of hospital stay (for patients admitted into the hospital). Length of hospital stay is recorded as a minimum of at least one day. Another example is a study by the county traffic court on the number of tickets received by teenagers ([16]). Only individuals who have received at least one citation are in the traffic court files.

The rest of this paper is organized as follows: in the next section we proposed a new distribution, properties and the parameters estimation of ZTCMB distribution are discussed in section III. In section IV, the application of the distribution is illustrated. The results were discussed and conclusion made in section V.
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II. THE PROPOSED DISTRIBUTION

The probability mass function (pmf) of the Com-Binomial (CMB) is defined as, ([2]):

\[
f(Y = y; n, \pi, v) = \frac{n^y \pi^y (1 - \pi)^{n-y}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}}, \quad y = 0, 1, ..., n
\]

form \( Z^+ \), \( \pi(0,1) \) and \( v \in \mathbb{R} \)

where, \( Z^+ \) is a set of unknown non-negative integers

NOTE:

- when \( v = 1 \), we have the Binomial distribution,
- \( v > 1 \), we have under-dispersion,
- \( v < 1 \), we have over-dispersion with respect to the Binomial distribution

Note that (according to [17]):

i. The CMB distribution can be interpreted as a sum of equi-correlated Bernoulli variables.

ii. The Poisson distribution ([11]) is approximation to the CMB distribution when \( n \) is getting large. (for details, see [17])

Zero-Truncated Com-Binomial (ZTCMB) Distribution

The pmf of the CMB distribution as defined above is

\[
f(Y = y; n, \lambda, v) = \frac{n^y \pi^y (1 - \pi)^{n-y}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}}, \quad y = 0, 1, 2, 3, ..., n
\]

However, the Zero-truncated version of the distribution, which we refer to as Zero-truncated Com-Binomial (ZTCMB) can be derived as

\[
P(y; n, \lambda, v) = \frac{f(Y = y; n, \pi, v)}{1 - f(Y = 0; n, \pi, v)} \quad y = 1, 2, 3, ..., n
\]

Where, \( f(Y = 0; n, \pi, v) = \frac{(1-\pi)^n}{\sum_{i=0}^{n} \binom{n}{i} \pi^i (1 - \pi)^{n-i}} \) and \( f(Y = y; n, \pi, v) \) is the CMB defined above.

Therefore, the pmf of the ZTCMB distribution is derived as

\[
P(y; n, \lambda, v) = \frac{n^y \pi^y (1 - \pi)^{n-y}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}} \left[ \frac{(1 - \pi)^n}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}} \right] + \frac{1 - (1 - \pi)^n}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}} \sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}
\]

\[
= \frac{n^y \pi^y (1 - \pi)^{n-y}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}} \left[ \frac{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i} - (1 - \pi)^n} \right] 
\]

\[
= \frac{n^y \pi^y (1 - \pi)^{n-y}}{\sum_{i=0}^{n} \binom{n}{i} \pi^{i} (1 - \pi)^{n-i} - (1 - \pi)^n}, \quad y = 1, 2, 3, ..., n
\]

Hence, the pmf of the ZTCMB distribution can be re-written as
III. PROPERTIES OF ZTCMB DISTRIBUTION

From the pmf of the ZTCMB distribution defined above, when \( v = 1 \), the expected value of the random variable \( Y \),
\[
E(Y) = \frac{n \pi (1 - n \pi - \pi \gamma)}{\sum_{i=1}^{n-1} i \pi (1 - \pi)^{n-i}}.
\]

Figures below present the pmf of the ZTCMB distribution for \( n = 7 \) at different values of \( \pi \) (as \( p \)) and \( v \). For \( v \to \infty \), the pmf is concentrated at the point \( n \pi \) and for \( v \to -\infty \) is concentrated at 1 or \( n \).

**Figure 1:** Graph of probability function of ZTCMB distribution for different values of the parameters (\( v = -5, 1, 5 \) vs \( \pi = p = 0.25, 0.5, 0.75 \)).

**Maximum Likelihood Estimation of the Parameters**

The likelihood function of the ZTCMB is
\[
L(\pi, v|y_i) = \prod_{i=1}^{n} \left( \frac{n}{y_i} \right)^y \pi^{y_i} (1 - \pi)^{n - y_i} 
\]

While the log-likelihood function is
\[
\mathcal{L} = \sum_{i=1}^{n} \left\{ v \log \left( \frac{n}{y_i} \right) + y_i \log \pi + (n - y_i) \log (1 - \pi) - \log Q \right\} 
\]

where \( Q = \sum_{j=1}^{n} \left( \frac{j}{n} \right)^v \pi^j (1 - \pi)^{n-j} \)

We are to find the first and second partial derivative of equation (7) with respect to each parameter and equate them to zero as:

\[
\frac{\partial \mathcal{L}}{\partial \pi} = 0, \quad \frac{\partial^2 \mathcal{L}}{\partial \pi^2} = 0 \quad \text{and} \quad \frac{\partial \mathcal{L}}{\partial v} = 0, \quad \frac{\partial^2 \mathcal{L}}{\partial v^2} = 0
\]

However, the equations do not have closed form. Therefore, the maximum likelihood estimates (MLEs) of ZTCMB cannot be solved analytically, an iterative methods such as

i. Fisher Score Algorithm, or
ii. Newton-Raphson (NR) iterative method, as implemented by [18]
iii. Iteratively reweighted least squares (IRWLS) and so on, can be used.

We obtained the MLEs of the parameters by direct maximization of the log-likelihood function using “optim” routine of R software ([19]) with “L-BFGS-B” method. This can as well be done by using PROC NLMIXED in SAS.

IV. MODEL APPLICATION

Two datasets used by [20] are used here as example one and two.

Example 1: immunogold assay data

The data is taking from [21], who gave counts of sites with 1, 2, 3, 4 and 5 particles from immunogold assay data. The sample mean and variance are 1.576 and 0.7897, respectively.

Table 1: observed and expected frequencies of immunogold assay data with MLE, Log-likelihood and chi-square statistic.

<table>
<thead>
<tr>
<th>X</th>
<th>Obs. Freq</th>
<th>ZTCMB</th>
<th>MLE</th>
<th>Loglik</th>
<th>( \chi^2 ) (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>122</td>
<td>123.49</td>
<td>122</td>
<td>123.49</td>
<td>203.3796</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>47.09</td>
<td>50</td>
<td>47.09</td>
<td>0.423 (0.94)</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>17.96</td>
<td>18</td>
<td>17.96</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6.85</td>
<td>4</td>
<td>6.85</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>2.61</td>
<td>4</td>
<td>2.61</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>198</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From table 1 above, the p-value is obtained as 0.94, which support the null hypothesis that the ZTCMB distribution fits the data. Obviously, the close agreement between the observed and expected frequencies indicates that the proposed ZTCMB distribution provides a good fit.

Example 2: flower heads data.

The data for example two is taking from [22], who gave counts of flower heads with 1, 2, . . . , 9 fly eggs. The sample mean and variance are 3.034 and 3.3056, respectively.

Table 2: observed and expected frequencies of flower heads with MLE, Log-likelihood and chi-square statistic.

<table>
<thead>
<tr>
<th>X</th>
<th>Obs. Freq</th>
<th>ZTCMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>21.07</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>19.97</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>16.58</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>12.35</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>8.32</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>5.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2.78</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1.33</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.52</td>
</tr>
<tr>
<td>Total</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>MLE</td>
<td>$\pi = 0.4026$</td>
<td>$k = 0.2459$</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>163.625</td>
<td></td>
</tr>
<tr>
<td>(P-value)</td>
<td>0.568</td>
<td>(0.97)</td>
</tr>
</tbody>
</table>

From table 2 above, the p-value is obtained as 0.97, which support the null hypothesis that the ZTCMB distribution fits the data. Obviously, the close agreement between the observed and expected frequencies indicates that the proposed ZTCMB distribution provides a good fit.

V. CONCLUSION

The two datasets examples are used to illustrate the flexibility of the proposed distribution, introducing zero-truncated Com-Binomial (ZTCMB). It is characterized by two parameters. The maximum likelihood method is used to obtain the estimators of the parameters through R-software. The statistic (chi square goodness-of-fit) shows that the proposed ZTCMB yields ‘good fit’.

Work is in progress to compare ZTCMB performance with the existing models using more real life datasets. Moreover, we will try as much as possible to obtain more mathematical properties of the new model as well.
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