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ABSTRACT: The problems of constructing regularized algorithms for estimating the value of constant delay in 

dynamic systems are considered. When constructing regularized estimates, the regularization method and its iterated 

version are used. The above computational procedures make it possible to regularize the problem of estimating delays 

and, thus, to improve the quality indicators of the processes of control of dynamic objects. 
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I.INTRODUCTION 

 

A large class of dynamic systems is known, which contain in their structure links of constant delay, as well as the 

application of the theory of optimal control to them [1-3]. Such systems can be attributed to numerous control systems 

of technological objects, the presence of delay in which is due to the properties of automation elements and digital 

control systems. When testing these systems, the problem of identification arises - estimating the magnitude of delays, 

as well as the parameters of the system as a whole. The initial data for solving the problem are measurements of the 

input and output signals of the system during the transition process occurring in it. The well-known and well-proven 

methods of identification [4,5] in the time domain, based on the use of nonlinear filtering, can be applied to this task 

only with sufficiently accurate a priori data. Therefore, the task of robust determination of the delay by measuring the 

transient processes of the system is relevant for practice. 

 
II. FORMULATION OF THE PROBLEM  

 

The model of the system and measurements, taking into account fluctuation measurement errors, as well as random 

constant errors such as sensor zero offset and time-varying zero-drift errors, can be represented as [6]: 
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Here )(),( tZtZ ux  measurement vectors of phase coordinates and control actions; tvtvvv ulxlux ,,, 00  permanent and 

linear measurement errors; ux uv ,  centered high frequency measurement noise; Ux,  state and control vectors. 

 

In (1) the unknown parameters are constant coefficients. .,1,,1,,1;,, nkmjnigf xkjkiki   Here it turns out to be 

expedient to reduce the problem of identification to a linear one with respect to the desired parameters, which 

guarantees the uniqueness of the solution. For this purpose, a bilateral symmetric Laplace transform can be used.  
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Taking into account the integral transformation of the form (3), the transition from differential to algebraic equations is 

performed. In this case, the desired time lags are linearized in the parametric domain. For each of the equations in 
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system (1), an overdetermined system of algebraic equations is compiled, taking into account N calculated points of the 

complex variable p. For the k-th equation of system (1), such a system of equations can be represented as [6]: 
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Here c0 is the total time constant error, taking into account the influence of polynomial errors ,,,, 00 tt ulxlux   also 

dependent on lag values.  

 

The system of equations (4) can be written in matrix form: 

.)()()( kkkk apZpEpY       (5) 

Here  )(
~

)()( pZpZppY kkk  - vector of images of derived measurements of phase coordinates of dimension N; Еk - 

error vector due to fluctuation measurement errors kux a;,  vector of required dimension parameters ,1 smn  

where s - the number of determined constant delays in the k-th equation, 

  .2,...,,... 011
T

ukmkmkxknknknkkk cggffffa    

 

In the absence of errors ux  ,  equation (5) is solved by holding the number of calculation points equal to the number 

of unknowns. When taking into account fluctuation errors, the system (5) of normal equations is over determined, and 

can be written as: 

kkk YaZ ˆ .      (6) 

 

In general, the solution (6) regarding ka  is complex. Since the desired parameters belong to the real value domain, (6) 

is replaced by a double-order system compiled for imaginary and real parts, or complex values are replaced by sums of 

real and imaginary parts [6]. Then the following system of equations is used: 

,kkk QaR        (7) 

where 

       kkkkkk YYQZZR ImRe,ImRe  . 

 

In equation (7), the matrix can be ill-conditioned, which requires the use of regularization methods when solving 

equation (7) [7-11]. 

 
III. SOLUTION OF THE TASK 

 

In conditions where instead of the exact right side kk QQ   and matrix operator kR  we have them approaching kQ
~

 

and kR
~

 such that  kk QQ
~

, hRR kk 
~

, by class G , ),( h  , comparable in accuracy with the original data, 

i.e. allowable approximations to the normal solution 
0
ka  the equations kkk QaR   is a set of vectors ka , satisfying the 

condition  

   ~2
~~

 kkkk ahQaR , kkk QaR
~~

inf~  , 

where inf  taken over all vectors ka . 

 

If numbers   and h are known, then this problem can be solved using the Lagrange method of uncertain factors, i.e. 

find vector 

ka , minimizing smoothing functionality 

22~~
]

~
,

~
,[ kkkkkkk aQaRRQaM   , 
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and the parameter   determine from condition 

   ~2
~~

 kkkk ahQaR . 

 

If the numbers h  and   unknown or their calculation is associated with considerable difficulties, then the 

regularization parameter   it is advisable to determine either on the basis of the method of quasioptimality: 

10,...,2,1,0,min, 11
 

iaa iiii
 , 

or relationship [7,8]:  

)()()( 1  rrrreg  , 

where  
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An effective way to select a regularization parameter α in conditions where quantities h and δ unknown, is also the 

method of cross-significance [8], according to which the chosen value of the regularization parameter is rp , delivering 

a minimum to the functional of the form: 
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where  Sp  – matrix trace index; S – number of rows of the matrix kR
~

.  

 

When constructing an approximate solution of equation (7) in the case of a reversible operator kR  a large role is also 

played by various iterative methods [9-11]. These methods can be either linear, to go to the next iterative 

approximation, you need to apply some linear operator to one or several previous approximations, or nonlinear, when 

the transition operator is non-linear. It is known [10] that the commonly used linear iterative methods can generate 

approximations and in the case of an irreversible operator kR . Equipped with a suitable break rule ),( hr   these 

iterative processes, in turn, generate regularizing algorithms for problem (7).  

 

From this point of view, the iterated variant of the regularization method A.N. Tikhonov [9,10]:  

 ,1,,, k
T
krkrkk

T
krk QRaaRRa     ),...,1( mr  .    (8) 

The solution of equation (8) is given by the formula 

 ,,0,,, )())(( k
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where 0,ka  – initial approximation, а )(, mg  – the generating system of functions for the iterated version (8) of the 

method of A.N. Tikhonov. 

 

Parameter ),( hrr   in approximation (9) should be chosen in such a way [9], so that 

,0),()(,),( 2  hrhhr   at 0,0  h . 

 

Then ,*),(, khrk aa   at 0,0  h  where ,*ka  – solution of the equation k
T
kkk

T
k QRaRR ,* . 

 

Here it is advisable to use the following stopping rule of the iterative process:  

Set the numbers 11 b  and 12 bb  . If a  habQaR kkkk 0,2,0,   , then we put 0r  and for an approximate 

decision we will take 0u . Otherwise, choose 0r , at which    habQaRhab rkkrkhkrk ,2,,,,1    . If at 

])d/([0, 2hr    the residual did not reach the level  habQaR rkkrkhk ,2,,,   , then search r  terminated and 

selected 
2)/( hdr   , 0constd . 
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To calculate the desired vector ka  for example, other iterative schemes [10, 11] can also be used, which are adjacent to 

regular iterative algorithms. For the problem under consideration, a nonlinear iterative algorithm of the form [11]:  
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where ),( h  – given threshold function such that 

.0)0(,0),(lim
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Then, following the theory of iterative methods [9,10], it can be shown that if   
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. 

The iteration process (10), while remaining non-linear at the first iterations, converges faster than a number of known 

iterative algorithms. 

 

IV. CONCLUSION 

 

The given stable iteration algorithms allow to increase the accuracy of calculating the magnitude of the delays in the 

equation of the dynamics of the object and the quality indicators of management processes. 
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