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ABSTRACT: The results of the formalization of the procedure for constructing a recurrent identification of control 

objects as a process in a closed dynamic system are presented. It is shown that one of the factors narrowing the scope of 

application of the identification approach to the tasks of adaptive management is the accuracy requirement of parameter 

estimates issued by the identifier. To solve the problem under consideration, an approach based on the use of 

approximation in the form of a finite sum of Gaussian distributions is used. The presented recurrent identification 

algorithms using multiple models and adapting their parameters based on the use of approximations in the form of a 

finite sum of Gaussian distributions result in consistent estimates and improve the quality of control processes in 

closed-loop control systems. 
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I. INTRODUCTION 

Unsteady conditions of operation of industrial facilities make it necessary to constantly monitor changes in the 

characteristics of external and internal properties of objects when solving research and management problems. To date, 

a fairly large number of works are known on the operational identification of object models and adaptive management 

based on such models [1-10]. 

When designing the software for a specific automatic or automated process control system, two major 

problems arise [11–13]. The first is the selection and implementation of a relatively simple method for the synthesis of 

control algorithms with feedback. Algorithms must have a minimal complexity of their implementation on control 

computers and must provide a sufficiently effective in terms of accuracy and speed in managing objects in real time. 

The second problem is the selection and implementation in control computers of efficient algorithms for restructuring 

the structure and parameters of the object model, i.e., identification algorithms. Integration in one system and control 

with feedback, and the identification process has revived a new class of control systems, called adaptive systems with 

identifiers (ASI) [11]. The inclusion of an identifier in the feedback circuit leads to the fact that identification occurs in 

a closed control loop in real time and the main goal of identification is aimed at achieving the control goal. 

The implementation of ASI allows for sufficiently effective management of little-studied objects for which 

neither the structure nor the parameters of their models were known. In the process of ASI implementation, it turned 

out that the same ASI operation algorithms can be applied to a wide class of objects of different nature. This 

circumstance allows us to pose the problem of computer-aided design of ASI software. The synthesis of control 

algorithms with feedback and identification algorithms has a significant impact on this process. 

The basis of adaptive dynamic identification and control systems are open dynamic integrated systems of 

models of the form [14–16]: 
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where **** ,,, tttt UXYY 
 – realizations of output Y and input U, X controlled and unmanaged variables of the control 

object; 
)(, ktjjt VV 
 – realization of output variable models of objects of analogues representing additional a priori data, 

expert estimates of environmental factors, their predicted values  and then; 
jFF,  – dynamic models of the object 

under study and an analogue object, combining models of the state of the control object, initial and boundary conditions, 

as well as measurement models; tt  ,  – random processes representing the errors of the source data, errors of 

additional a priori information. The variable 
jZ  analog objects can correspond to the variables of the control object, as 

well as represent parameters and functions. 

Designing adaptive dynamic identification and control systems in terms of uncertainty from the point of view 

of the systems approach can be represented as the process of choosing the optimal system of alternatives [14,16], which 

consists in forming initial data, additional a priori information, expert assessments, dynamic system of type models (1), 

its vector quality indicator, and solving optimization problems. So, for example, with the parametric representation of 

the control object ),,,,,( ***

0

*

ttttt UXYtfY    and the models of the analog objects ),,,,( )( jtjtktjjjt ZVtfV   , 

up to unknown parameters  ,  , the procedure for choosing the optimal system of alternatives 

     ,,1,,,, 0 mjfffUmZ jtt   is reduced to solving optimization control problems with identification:  
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Here    ****

0

*** ,,,,, ttttt hffUmZ   - the best system of alternatives of complexity m; Ф1, Ф2 – empirical 

quality functionals consisting of the quality indicator of the control object model J0 and the quality indicators of the 

object models analogs  mttttk hhhhmkJ ,...,,;,1, 21  – the vector of control parameters determining the 

significance (weight) of additional a priori data 
  mjVV ktjjt ,1,, 

. 

The given information integration technology within the framework of the system of models (1) and the 

optimization of solutions of the form (2), by analogy with [16], allows synthesizing a wide range of new adaptive 

dynamic identification and control algorithms in conditions of uncertainty with self-organization elements for linear, 

nonlinear and non-parametric dynamic control objects. 

As it is known [1,4-6,17], control algorithms with parameter adaptation provide high quality process control 

when certain preconditions of stability and convergence are fulfilled. If these conditions are violated, it becomes 

necessary to introduce a third level of control into the system, which should detect violations of preliminary conditions 

and carry out parrying effects. The controlling level analyzes and influences the process of parameter estimation, 

control synthesis, as well as the stability of a closed system. The use of a regulator with the adaptation of parameters in 

a closed system from the very beginning of the control process, when the estimates of process parameters are not very 

accurate, usually does not allow for high-quality process control. In order to avoid undesirable values of input and 

output signals at this stage, it is advisable to use a signal of significant excitation to estimate the parameters and obtain 

the initial model in an open loop. After sufficient identification time, the model should be checked for proximity to the 

actual process. Such a preliminary stage should include the search for the structure of the model. 

II. FORMULATION OF THE PROBLEM 

Consider a control object with input )(tu  and output )(ty , described by equations (3) - (6)  

)()()()()( ttudBtydA  ,       (3) 

where А and В – polynomials with the backward shift operator d: 

)()()...()()...1( 11 ttudbdbtydada m

m

n  ,    (4) 

)()(...)1()(...)1()( 11 tmtubtubntyatyaty mn  ,   (5) 

or  

)()()( ttty T   ,      (6) 

where  
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It is assumed that stationary white noise )(t  has zero expectation and variance 2

 . The combination of the 

parameter estimation algorithm and the control algorithm, for example, in the form of a controller with a minimum 

variance, is the adaptive or second level of process control. 

Using the minimization criterion [2,17]  
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leads to the well-known recurrent least squares algorithm:  
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where )(t  - the forgetting coefficient. 

An identifiable time-discrete system with varying parameters can be represented as the following model in the 

state space:  
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where )(t  is a n-dimensional vector containing the true system parameters at time t, )(t  - a vector containing old 

values of input and output signals, and )(t  and )(tw  - perturbations, and )(tw  models the process of changing 

system parameters. 

It is assumed that noise )(t  is Gaussian with zero expectation and variance R2. If disturbance )(tw  is 

Gaussian with a covariance matrix R1, then the best estimate of the vector parameter   is provided by a Kalman filter 

[1,2]. 

III. SOLUTION OF THE TASK 

One of the possibilities of modeling the process of changing parameters is associated with the use of a 

Gaussian distribution with a changing covariance matrix. If this change is known, then R1 is replaced by the time-

varying covariance matrix R1(t), and the Kalman filter, which determines the estimate )(t


 of the parameter vector 

)(t , is described by the equations:  
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Using classical identities [2], one can get  
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From (8) it is possible to write down 0
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It can be shown that  
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   321 ,, PPPPi   – is a classic set of properties used in many proofs of the global sustainability of adaptive 

control systems. 

For the parameters that are constant most of the time, you can choose in the form:  
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where )(tv  is Gaussian with zero expectation and covariance matrix R1. Thus,  
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Since )(tw  is not Gaussian, the Kalman filter does not provide an optimal estimate. Problem (7) and (9) is the 

problem of nonlinear filtering. To solve it, we use an approach based on the use of an approximation in the form of a 

finite sum of Gaussian distributions. 

A posteriori density )(t  can be written in the form:  
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where 1)(
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i t , and )(ti  and )(tPi
 are expectation vectors and covariance matrices of various Gaussian 

distributions at time point t. 

Following [2,18], it can be shown that in this case  
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For the posterior distribution )|)(( 1tytp  , defined by the expression (10), )|)1(( tytp   is determined by the 

expression (11). It follows that each Gaussian distribution splits into two. As a result, we obtain a rapidly increasing 

number of Gaussian components in the posterior density. To avoid this, it is advisable to use approximations consisting 

of cutting off М  branches. As a result, the most plausible component with the largest value of i   is retained, and the 

component with the smallest value of 
i   is cut off. 

As a result, the algorithm is represented as follows:  
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, the vector of parameters )(t  is determined by the ratio of  
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IV. CONCLUSION 

The presented recurrent identification algorithms using multiple models and adapting their parameters based 

on the use of approximations in the form of a finite sum of Gaussian distributions result in consistent estimates and 

improve the quality of control processes in closed-loop control systems. 
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