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ABSTRACT: Processing and analysis of digital images is important in various fields, especially in the automation of 

production processes. By processing the image, distortions in it are eliminated and its quality is increased. When the type 

of distortion in the image is known, it is possible to automate the process of image processing through an objective quality 

evaluation indicator. This requires a solution to the problem of developing an image processing rule based on the value 

of the quality evaluation criterion. An example of a common type of distortion in images is the noise that occurs during 

the recording and transmission processes and is accidentally added to the original clean image. In this article, the mixed 

case of Gaussian, salt-pepper, Poisson noises, which have been studied in detail in the literature, has been researched, 

and in their elimination, a series of existing filters suitable for each type of noise has been used, and hybrid filters suitable 

for a series of noises have been formed. The proposed approach to conducting computational experiments was evaluated 

by the well-known quality criterion BRISQUE, and an image processing rule was developed based on its values. Through 

the proposed rule, a significant increase in the accuracy of object recognition in the image using image processing 

methods has been achieved. 
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I.INTRODUCTION 

 

Digital images are used extensively in many areas of human endeavour today. In particular, image processing is becoming 

important in solving many practical problems in fields such as scientific research, internal affairs, agriculture, and 

medicine. The demand for digital image processing is especially high in enterprises that automate the production of 

technical products. Digital image processing is a technique for analyzing and manipulating digital images by computer 

[1]. Usually, the image captured by the imaging device is transmitted to the system for analysis. The system recognizes 

objects in the image by processing the image. 

Digital image processing consists of a wide range of methods and algorithms designed for image enhancement, 

transformation or analysis [2-10]. In this case, image quality is increased by filtering, changing image brightness and 

contrast, increasing sharpness, and performing segmentation operations. By evaluating the quality of the processed image, 

it is determined whether the image meets the requirements. In some areas, quality testing is done by human vision, where 

a person observes the visual quality of an image. However, this is a subjective method that requires a lot of time and 

money. Therefore, it is necessary to use objective quality assessment indicators in the automation of the image processing 

process. The use of objective evaluation serves to increase the speed and accuracy of object recognition in images. 

The criteria for evaluating the quality of the image without a benchmark are known to many as objective methods, and 

they are considered convenient for solving problems in the practical field. Because the image taken directly by the 

imaging tool will not have a reference image. 

When evaluating image quality, knowing the type of distortion in an image is helpful in automating image processing. 

This means that the issue of developing an image processing rule based on the quality assessment value depending on 

the type of distortion is relevant. Noise is an example of a common type of distortion in images. In this research, a rule 

for automating the image processing process was developed based on the noise elimination approach. The famous 

BRISQUE criterion was used as an indicator of image quality. In this research, the mixed case of Gaussian [11], salt-

pepper [12] and Poisson [13] noise types was studied. BRISQUE values were analyzed based on this mixed image 

denoising approach. 
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II. LITERATURE REVIEW AND RELATED WORK 

 

Several literatures list Rician, Gaussian, uniform, speckle, Poisson, Rayleigh, and salt-pepper noises as examples of 

different kinds of visual noise. Salt-pepper and Gaussian, Poisson noise types are the three most common types of noise 

observed in digital images [14]. The literature contains much information regarding different kinds of noise [15–16]. 

The problem of recovering the quality of the noisy image that results from the addition of Poisson and salt-pepper noise 

to a unique image has been addressed by a number of researchers. It has been discovered that the Gaussian Filter [17], 

Baes Shrink [18], total variation (TV), Non-local means (NLM) and Block matching 3D (BM3D) [19] techniques work 

well to remove Gaussian noise from images. Researchers have devised several methods to lessen the noise in images 

caused by salt and pepper. Weiner [20], median [21], adaptive median filter (AMF) [22] and weight median filter (WMF) 

are a few examples of techniques. In the [21] study, the objective image quality metrics, PSNR and MSE, were used to 

analyze the noise removal techniques for salt and pepper. The median filter is described as the best algorithm in many 

literatures for eliminating salt-pepper noise from the image. 

It has been discovered that the BM3D [19], NLM [23], bilateral [24] and TV [25] approaches work well to remove 

Poisson noise. [26] examined the efficacy of six algorithms for mitigating Poisson noise in medical imaging and 

discovered that the TV algorithm, which was created for Gaussian noise, outperforms contemporary techniques in this 

regard. 

According to the results of [27], which looked into the best noise reduction technique for images with Gaussian-Poisson 

noise, the TV method provided the best results in MSE, PSNR, SSIM image quality indicators and values of BRISQUE. 

The fast and efficient reduction of Poisson noise from the image was examined in [28], and the TV algorithm performed 

well according to the results of the computational experiments. The TV algorithm has been suggested as the most effective 

method for reducing Poisson noise by various researchers [29–31]. 

According to a review of the literature, numerous studies have looked at situations where one noise was added to the 

images separately or when two noises were combined. Nevertheless, most of the time the image is not damaged by one 

or two noises; instead, a variety of noises work together to lower the image's quality for a variety of reasons. Thus, three 

Poisson-Gaussian noises— salt and pepper have been examined in this study. A novel method was created to get rid of 

the resulting mixed noise, in which the best filter for every kind of noise was chosen by looking through the literature 

and applied to get rid of the mixed noise in all of its combined cases. These filters were chosen in light of the literature 

analysis, which concluded that the TV filter effectively removes Poisson noise, BM3D effectively removes Gaussian 

noise, and the median effectively removes salt and pepper noise.  

 

III. METHODS 

 

Initially, a mixed noise image is formed based on Gy − Gaussian, Sy − salt-pepper, Py − Poisson noises. According to 

the order in which noise is added to the original clean image, noisy images are defined as follows: 

GPS G P S

GSP G S P

PGS P G S

PSG P S G

SGP S G P

SPG S P G

org

org

org

org

org

org

M M y y y

M M y y y

M M y y y

M M y y y

M M y y y

M M y y y

= + + +

= + + +

= + + +

= + + +

= + + +

= + + +

                                               (1) 

As a mixed denoising approach, the filters that effectively reduce each type of noise were selected based on the literature 

review. In this case, BM3D filter Gaussian, median filter salt-pepper, TV filters were selected to remove Poisson noise. 

Possible combinations of the resulting filters are listed below, namely: 

:
G

A  BM3D filter, :
P

A  TV filter,  :
S

A  Median filter 
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M̂  is defined by the image resulting from successively applying filters to a noisy image in various combinations. Below 

is a sequence of filters applied to a mixed noise image: 

( ), ( ), ( ), ( ), ( ), ( )
GPS GSP PGS PSG SGP SPG

j j j j j j

noisy noisy noisy noisy noisy noisyA M A M A M A M A M A M , 1,6j =       (3) 

where 
1 2 3 4 5 6, , , , ,
noisy GPS noisy GSP noisy PGS noisy PSG noisy SGP noisy SPG

M M M M M M M M M M M M= = = = = = . 

The BRISQUE indicator is defined as the Br  operator when evaluating the image quality resulting from filtering. 

The efficiency of the hybrid filter in (2) is checked by the following condition. 

( )( ) ( )noisy orgBr A M Br M                                             (4) 

Determining the most suitable among the filters is done as follows. 

( ) ( ) ( ) ( ) ( ) ( ) min , , , , ,
GPT GTP PGT PTG TGP TPGnoisy noisy noisy noisy noisy noisyA M A M A M A M A M A M       (5) 

 

Image Quality Assessment Criterion 

 

BRISQUE (Blind/No-reference image quality assessment) is one of the popular criteria for evaluating image quality 

without reference. This criterion is considered to be capable of predicting quality close to human perception of quality.  

There are few benchmark-free evaluation methods that can predict image quality without any knowledge of the type of 

distortion affecting the image. In [32], the algorithm for calculating the value of the BRISQUE indicator is presented as 

follows: 

a) Creating a natural statistical scene (NSS) model of an image for a distorted image. 

The distorted image is denoted by noisyM . Each pixel intensity of this image is changed ( , )noisyM i j  to ( , )M i j  

( 1 2 1 21,..., ; 1,..., ; ,i N j N N N= = − image size). Mean separated contrast normalization (MSCN) coefficients are calculated 

as follows: 

( , ) ( , )
( , )

( , )

noisyM i j i j
M i j

i j C





−
=

+
                                               (7) 

where 1C = −  is a constant magnitude; 

( , ) ( , ),
QP

pq noisy

p P q Q

i j M i p j q 
=− =−

= + +                                         (8) 

( )
2

( , ) ( , ) ( , ) ,
QP

pq noisy

p P q Q

i j M i p j q i j  
=− =−

= + + −                              (9) 

 | ,..., , ,...pq p P P q Q Q = = − = − −  2D circularly symmetric Gaussian weight function, 3,P Q= =  ( , )i j −  local 

mean field, ( , )i j −  local variance field. The intensity value is 0 if i p+  1[1, ]N  is outside the interval or j q+  2[1, ]N  

is outside the interval. 

b) Extracting some statistical features from the NSS model. 

According to [32], the generalized Gaussian distribution is calculated as follows. 

Pairwise multiplications of adjacent MSCN coefficients along four directions - horizontal (H), vertical (V), main diagonal 

(D1), additional diagonal (D2) are modeled using the following distribution: 
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( , ) ( , ) ( , 1)

( , ) ( , ) ( 1, )

1( , ) ( , ) ( 1, 1)

2( , ) ( , ) ( 1, 1)

H i j M i j M i j

V i j M i j M i j

D i j M i j M i j

D i j M i j M i j

= +

= +

= + +

= + −

                                                           (10) 

where 1 21, 2... , 1, 2...i N j N  . 

The asymmetric generalized Gaussian distribution is calculated as in [20]. There will be 4 parameters for each direction, 

a total of 16 parameters, with an additional 18 parameters estimated by GGD and AGGD by matching MSCN coefficients. 

Since the distortions affect the image structure along the scale, the image size is taken in a state where the size is reduced 

by a factor of 2. 

c) Calculates the quality score using the regression algorithm for the 36 generated characters. SVM (Support 

Vector Machine) was used as the regression algorithm. 

 

IV. COMPUTING EXPERIENCE 

 

In this research work, 120 image samples were taken from the human chest X-ray image database [33] for computational 

experiments. Sample images from the addition of three noise combinations to each image in the base are shown in Figure 

1 along with BRISQUE values. 

 

 
 

Fig 1: Examples of mixed noisy images  
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                   Figure 2 shows an example of the result of sequentially applying filters to each of the 6 hybrid filters. 

 
 

Fig 2: Examples of images resulting from the application of a hybrid filter to an 
GPS

M  image 

 

6 hybrid filters under condition (4) were tested on each image and their performance was determined (Table 1). 

 

Table 1. Condition (4) is satisfied for 
GPS

M , 
GSP

M , 
PGS

M , 
PSG

M , 
SGP

M , 
SPG

M  mixed noisy images 

Image type Filter type 

GPS
A  

GSP
A  

PGS
A  

PSG
A  

SGP
A  

SPG
A  

GPS
M  37 8 26 6 6 6 

GSP
M  38 8 25 6 6 6 

PGS
M  40 9 22 6 6 6 

PSG
M  28 8 26 6 6 6 

SGP
M  28 6 24 6 6 6 

SPG
M  31 8 23 6 6 6 

  202 47 146 36 36 36 

http://www.ijarset.com/


    

 
ISSN: 2350-0328 

International Journal of AdvancedResearch in Science, 

Engineering and Technology 

Vol. 10, Issue 12, December 2023 

 

Copyright to IJARSET                                              www.ijarset.com                                                              21290 
 

 

 

 

To determine the optimal hybrid filter suitable for a sequence of noises, the filter that satisfies (5) at most is obtained 

(Figure 3). 

 
Fig 3: Optimal hybrid filters for each noise sequence 

 

The result in Figure 3 shows that the optimal hybrid filter is 
GPS

A  for all cases of noise order. The table below lists the 

BRISQUE criterion values of this hybrid filter. 

 

Table 2. Values of BRISQUE criterion for noisy images 
orgM , 

PGS
M  and images ( )GPS PGSA M , ( )GPS orgA M  

Image name 

BRISQUE criterion values 

( )orgBr M  ( )PGSBr M  ( )( )GPS PGSBr A M  ( )( )GPS orgBr A M  

Image4 11,6581 68,6144 39,3172 83,9408 

Image16  16,0516 65,0691 34,5901 69,462 

Image50  28,9757 67,3175 37,7611 66,604 

Image70  32,9082 66,6811 32,3868 70,5609 

Image62  37,7559 68,9005 40,8945 74,3872 

Image94  49,8315 68,4135 36,4633 79,5618 

Image108  60,6931 72,501 18,3901 72,886 

Image111  68,3598 76,938 37,7138 23,9218 

Image110  69,4122 76,5525 35,4234 30,0015 

Image116  95,127 72,1969 19,3034 68,7414 

 

V. CONCLUSION 

 

In this research work, images with mixed noise were studied in the automation of the image processing process. 6 hybrid 

filters are used to eliminate the mixed noise, consisting of a combination of Gaussian, salt-pepper, and Poisson noises in 

the image. As a result of the above calculation experiment, the following conclusions were obtained: 

- according to the research results, the ( )GPS noisy
A M  hybrid filter was identified as the most optimal filter for eliminating 

mixed noise; 

- based on the BRISQUE criterion values for a total of 120 images, a rule of the following form was developed to automate 

the image processing process: 
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