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ABSTRACT: The article describes the procedure for using neural networks in decision-making in intellectual energy 

information systems, and their work processes. A mathematical model for solving problems in artificial intelligence 

systems and neural networks is described. The possibilities and advantages that can be achieved by using neural networks 

are revealed. In the process of using neural networks, it is necessary to develop decision-making algorithms and models 

of artificial neural networks by using neurocomputer instruments of neurobionics. Also, the time of data processing 

through neural networks is reduced, which provides real-time monitoring and control in energy information systems. 
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I. INTRODUCTION 

 

Currently, the use of neural networks in intellectual energy information systems has great potential for increasing the 

efficiency, stability and reliability of energy systems. However, to realize this potential, issues of data quality, 

interpretability and security must be addressed. Further research and development in the field of neural networks and 

electronic information systems will allow us to overcome these difficulties and use all the possibilities of these 

technologies [1-3]. 

 

It is well known that intellectual energy information systems (IEIS) are complex systems that combine developed 

information on energy consumption, infrastructure information and forecasting. These are key to optimizing energy 

systems, increasing efficiency and sustainability. In such systems, neural networks (NN) have great potential to increase 

the accuracy and efficiency of decision-making. Neural networks are able to analyze the complex relationships between 

factors affecting energy consumption and production and generate accurate predictive questions and suggestions[4-6]. 

At the same time, through neural networks, it can effectively analyze large amounts of data collected by intellectual 

energy information systems (IEIS) and obtain valuable and necessary information for decision-making. Today's modern 

management methods require the transition to digital transformation from all enterprises, including enterprises in the 

field of electric power. 

 

In this article, the possibility of improving the performance of intelligent energy information systems (IEIS) by using 

neural networks to make accurate decisions about electricity consumption, network loads, connection and disconnection 

problems, advance forecasting of electricity consumption and their decision-making is considered. 

 

II. THE MAIN PART. NEURAL NETWORKS. 

 

Neural networks (NN) are a powerful machine learning tool inspired by the structure and function of the human brain. 

They consist of interconnected nodes called neurons that process and transmit information. Neural networks are trained 

on large data sets by communicating information between inputs and outputs [7-9]. Neural networks consist of "neurons" 

(simple processors). When a neural network processes some information, signals pass through the neurons and the 

connections between them. As the learning process continues, these connections change, becoming stronger or weaker, 

allowing the network to find the solutions it needs. 

A neural network consists of artificial neurons or nodes and small programs that perform calculations. There are a lot of 

such nodes, so they are combined into the following layers: 
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• enter, place of arrival of data; 

• one or more hidden data, that is, the place where calculations are made; 

• exit, where sorted data is output. 

 

Each node is connected to its neighbors, their connection is called a synapse and has a certain amount. The higher this 

value, the more important the connection between two nodes. 

 

If the output of any node exceeds the specified value, that node is activated and sends data to the next layer of the 

network[10-12]. Otherwise, the data will not be transmitted anymore. The diagram of the neural network's operation 

process is presented in Figure 1. 

 

 
 

Fig. 1. Scheme of operation of a neural network 

 

From Figure 1, it is known that all the information received from the enter node is delivered to all the nodes in the hidden 

layer, because they are interconnected, in the hidden layer, the data is processed again and again, and after the necessary 

information is determined, it is delivered to the exit nodes. 

 

III. PART OF SCIENTIFIC RESEARCH 

 

Let's consider the model as an example of the problem of collecting data on electricity consumption in energy systems. 

To solve this class of problems in artificial intelligence systems and neural networks, it is necessary to describe them as 

a mathematical model[13-14]: 

X - a set of objects describing data on electricity consumption according to selected parameters; 

Y - a set of answers to the selected electricity consumption data; 

X → Y is an unknown relation artificial intelligence that the system looks for; 

 

The following set is given: {x1,x2, …xn} Ꞓ X is sampling for artificial intelligence training system; 

yi = y(xi), i=1,2...n - known answers previously used in the control system according to energy system enterprises: 

Must find: X → Y An algorithm for finding a function that approximates y over the entire set x. 

Vectors (f1(x),…fi(x)) – property description of object x. 

In this case, the "objects-characteristics" matrix will have the following form: 
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F=||fi(xi)i||nxl = 

(

 
 

𝒇𝟏(𝒙𝟏)… 𝒇𝒍(𝒙𝒊)…      …         ….

⬚
𝒇𝒏(𝒙𝒏)… 𝒇𝒍(𝒙𝒏𝒊)

⬚

⬚ )

 
 

 

 

In this case, the predicative model uses a parametric family of functions. 

 

A={a(x)=g(x,θ) | θ Ꞓ θ}, 

 

Here g(x,θ) ⅹ θ →Y - defined function; θ is a defined vector of parameters with many real parameter values. 

 

For example, if for simplicity we take a linear model with a vector of parameters θ =( θ1, ... θn), θ=Rn then Y={-1 +1} for 

classification (classification) into at least two classes, it will look like this. 

 

g(x,θ) =sign∑ 𝜽𝒋𝒇𝒋(𝒙)
𝒊
𝒋=𝟏  

 

Currently, it is very convenient to use such a model, however, it has its own difficulties. 

 

When making decisions in intellectual energy information systems, neural networks work as follows: 

Training: Neural networks are trained on large data sets by making connections between inputs and outputs. 

Data pattern recognition: Neural networks can recognize any shapes and forms in data, even if they are complex, that 

is, not obvious to humans. 

Forecasting: Based on the acquired knowledge, neural networks can predict future events or values based on existing 

data. 

 

The following examples of what can be achieved by using neural networks in decision-making in these intellectual energy 

information systems[15]: 

• the neural network can forecast the demand for electricity based on historical data, meteorological conditions and other 

factors; 

• neural network can optimize energy distribution in networks, minimize losses and increase efficiency; 

• the neural network can analyze energy consumption data and manage network loads, which prevents data from 

accumulating in the network; 

• analysis of performance data of neural network equipment, can identify faults and errors and give early warning about 

possible problems; 

• a neural network can predict the energy production of solar panels and wind turbines, thereby optimizing the operation 

of renewable energy generating equipment. 

 

IV. DISCUSSION 

 

The following advantages can be gained by using neural networks in decision making in intellectual energy information 

systems. 

 

1. The neural network can analyze the complex relationship between the factors affecting energy consumption and 

production and create accurate supply and demand forecasts, with high quality forecasting accuracy. 

2. Neural network can quickly learn new information and adapt to changing conditions, which allows them to stay 

relevant in dynamic power systems. 

3. Neural networks and intellectual energy can extract and process information necessary for effective analysis and 

decision-making of large volumes of data generated by information systems. 
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4. A neural network can detect anomalies in energy consumption data, report possible problems in the system, and allow 

you to quickly respond to them. 

Despite the advantages mentioned above, intellectual energy information systems depend on the accuracy of forecasts 

and decision-making and directly on the quality of data. Neural networks must ensure the reliability and completeness of 

data in order to process them efficiently. Neural networks are, as a rule, "black boxes", which makes it difficult to 

understand their operation and interpret the results obtained [16]. 

 

Neural networks can be vulnerable to external attacks and manipulations, so it is necessary to ensure their security and 

protection against unauthorized access to the system. 

 

V. CONCLUSION 

 

The use of neural networks in decision-making in intellectual energy information systems is a powerful tool for increasing 

the efficiency, stability and reliability of energy systems. Their application opens up new opportunities for optimizing 

the operation of power plants, managing network loads, adjusting the supply of energy from renewable energy sources 

to the grid, and solving other energy-related problems. 

 

However, to realize these opportunities, issues of data quality, interpretability, and security must be addressed. The use 

of neural networks in decision-making in intellectual energy information systems requires further research and 

development in this field. In the process of applying neural networks, it is necessary to develop decision-making 

algorithms and models of artificial neural networks by using neurobionics neurocomputer instruments. It leads to the 

creation of probabilistic neural system and general regression neural network algorithms based on single-layer artificial 

neural networks and multi-layer artificial neural networks. As a result, the accuracy of the algorithms is increased, which 

made it possible to improve the iterative efficiency in the decision-making process. Also, data processing time through 

neural networks has been reduced, which provides real-time monitoring and control. 
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