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ABSTRACT: There has been massive growth in autonomous driving technology in the past few years. This also means 

that there is a growing need to develop tools and frameworks for us to evaluate the security aspect of such connected 

technology. The more the number of features we add, we are also increasing the attack surface for a hacker with 

malicious intent. This is why it is very important to understand the security aspect holistically. Also, we should have 

some kind of analysis and frameworks that will assist automakers in developing safer and better cars. We have already 

done a lot of research in this field. In this paper, the authors have reviewed various techniques available for 

vulnerability analysis of connected and autonomous driving technology in this paper. Different models for autonomous 

driving and currently adopted methodologies for building such technology are also discussed 
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I.INTRODUCTION 

 

With the rapid development of computer vision techniques and of technology in general, autonomous cars are 

inevitably going to be a reality in the years to come, as early as 2025[1]. Moore’s law[2] has enabled us to innovate at 

an unprecedented speed which made this possible. Autonomous driving technologies will transform transportation as 

we know it in the years to come[3], [4]. Connected mobility will be an even better-added feature that will allow cars to 

become even better by communicating among themselves. People have been researching about it for a long time and it 

looks like now we finally might be seeing autonomous driving, with semi-autonomous and driver-assist features 

already being in the market right now[5]. People have also experimented with connected cars and the possibilities of 

having such infrastructure[6], [7]. Companies like Tesla have been advocating autonomous driving for some time now, 

even saying that they can bring it to consumers soon by using advanced computer vision and onboard processing.[8] 

Connected and autonomous vehicles have also been demonstrated in North America, Japan, and Europe.[9]–[12] 

 

However, there is a need for us to also understand that as we continue to innovate and redefine the borders of modern-

day science, the security aspect of building such sophisticated technology can not be neglected. It is important to know 

that as we make our cars and essentially other electronics even more connected, we are also allowing hackers to break 

in with malicious intent[13] and exploit our embedded devices. 

 

That is why there is a growing need for an autonomous vehicle security framework and extensive research should be 

done on the topic. Many organisations and researchers have made considerable progress in that direction by publishing 

0-day exploits and vulnerabilities found in modern-day connected cars[14], [15] and recommending security measures 

that can be adapted to ensure they are not done again [16]. 

 

While there has been considerable research, the automotive community has not been able to develop techniques to 

defend against the novel attack architectures that are getting developed. That is why it is important to present a 

comprehensive review of research literature on cyber-attacks that can compromise autonomous vehicles. This can be 

helpful as companies should be able to understand which methodologies are currently being adopted by the research 

community and develop effective countermeasures against the same. We have reviewed the various autonomous 

driving technologies and presented the possible attacks that can be done based upon what others have accomplished.  
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II. AUTONOMOUS DRIVING TECHNOLOGY 

 

Autonomous driving technology has been in the market for quite some time now. There have been various attempts at 

making connected and autonomous cars and deploying them at scale. The United States Department of Transportation 

carried out the Connected Vehicle Pilot Deployment Program[17], [18], which provided more than $45m to cities like 

New York City[19], Tampa[20], and Wyoming[21] to develop programs to make such systems a reality in the years to 

come. The Centre for Connected and Autonomous Vehicles in the UK also invested £120m to support various CAV 

projects. Chinese officials estimated about 8.6m autonomous vehicles on their roads by as early as 2035. Japanese PM 

Shinzo Abe wanted to explore using a fleet of autonomous cars for the Tokyo Olympics. Hyundai Motor Corp also 

organised competitions in South Korea in to stimulate interest and encourage the development of CAVs. 

 
Even though such technologies have become fairly advanced thanks to recent advancements, we should also understand 

that sometimes it is incredibly dangerous to trust autonomous driving completely. After all, there is a reason the 

technology is not available to the general public. People have, however, always tried to find loopholes in one way or 

another and led to fatal crashes and accidents which are being investigated by the NHTSA for various reasons[22]–[24], 

all related to their complexity and still difficult to understand nature. NHTSA has also gone ahead and done several 

special investigations also into how driver-assist systems have been the primary cause of such accidents[25] as people 

gave a little too much faith in these systems. 

 

There are various levels of automation in autonomous cars, which range from no automation to full automation. SAE 

publishes standards[26], [27] and references for the levels of automation[28]. These five levels of automation are – 

Level 0 meaning no automation, Level 1 meaning most driver assistance systems, Level 2 meaning partial automation, 

Level 3 encompassing conditional automation, Level 4 being higher automation, and Level 5 full automation. In this 

paper, we mostly consider only the higher levels of automation.  

 

An autonomous car, or CAV, contains several components, that enable it to get a better understanding of its 

environment, like laser, radar, cameras, LiDAR[29], and various connection and networking mechanisms Bluetooth, 

WiFi, and Wireless Access in Vehicular Environments (WAVE)[30]. These components help the onboard computer get 

a sense of the environment around it and make calculated decisions to avoid obstacles and travel. We have found 

applications that utilise various connection protocols for their functioning include, but are not limited to - Intelligent 

Driver-Assistance Systems (IDAS)[31] and safety features through Vehicle-to-Infrastructure communications [32], and 

even through Vehicle-to-Vehicle communications [33], [34]. 

 

III. AWS DEEPRACER 

 
We are using AWS DeepRacer as the prototype for the purposes of our research. We felt that it is the closest 

resemblance to an autonomous car due to its structure and basic functioning. The AWS DeepRacer is a 1/18
th

 scale race 

car designed by AWS for enthusiasts to learn the concepts of RL in a fun and engaging way[35]. It consists of an online 

simulator, a physical car, and a racing league.  

 

We have used the physical car for our prototyping. It has cameras, a gyroscope, accelerometer, and various other 

sensors making it an autonomous car. The car itself is running on open-source frameworks which makes the 

development process even easier. The simulator is based on Rviz and Gazebo, which help the car to be trained faster in 

a cloud-based environment. In terms of AWS services, that translates to AWS RoboMaker and AWS SageMaker. 

These services along with CloudWatch, Amazon S3 make the basic constituents of the working principle of the car[36].  

 

The car learns in the simulated environment using a combination of RL and PPO methods, which is almost similar to 

how autonomous cars learn their policy networks in closed testing environments. Using Sim2Real learning[37], the 

same learning is transferred from the online simulator into the car. This is how the car works.  

 

This paper doesn’t cover the AWS DeepRacer in-depth as it is proprietary hardware used by researchers to only 

prototype and do attacks on.  
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IV. POSSIBLE ATTACK METHODOLOGIES 

 

There are various commonly known attacks that can be easily ported and adapted for an embedded environment. With 

a few changes, you can easily compromise connected cars remotely[38]–[41]. Car manufactures need to have an 

understanding of the security aspect of these connected and autonomous cars. Even though there haven’t been any 

significant attacks on autonomous cars that caused loss of life, researchers have found very serious loopholes from time 

to time[42]. The problem with autonomous cars is that in the event of a compromise, there is a good chance the driver 

is not in a position mentally or physically to take control and initiate immediate corrective action due to the nature of 

the technology. Researchers have suggested several attacks as well as countermeasures against them highlighting their 

impact on the infrastructure[38], [43]–[45]. They have identified issues with the sensors, ECUs, and even the network 

topologies and infrastructure being used, sometimes finding vulnerabilities in production cars as well[46]–[48].  

 

Attack models have been demonstrated on various components such as GPS and LiDAR spoofing[49]–[52], and 

adversarial attacks on the camera systems[53], [54].  

 

Take the camera for example. Now, the camera is an important aspect of autonomous cars. It helps them with things 

such as traffic sign recognition[55]–[57] and lane detection[58], [59]. It also provides inputs to Deep Learning models 

that are deployed in cars to help them drive autonomously. Manufacturers have also tried to replace LiDAR with 

cameras[8] because it is low cost and we have massive computational algorithms today which can help us cut the high 

cost of LiDAR. However, cameras can’t perform better in tricky situations like rain, fog, or snow[60]. A simple, quick 

burst of 650 nm laser is enough to blind the camera[61] rendering it almost completely useless and cause irrecoverable 

damage.  

V. EFFECTIVE COUNTERMEASURES 

 

It is also important for us to understand that most of the attacks that we explored can be defended quite easily and 

without much effort. Thanks to the efforts of researchers in this domain, we know about some of the countermeasures 

that can be adopted so that cars can be made safer for the average consumers and they are not at risk from hackers and 

people looking to exploit connected cars.  

 

One of the most effective strategies can be to educate the people about the technology, as well as inform them about 

advantages and disadvantages. This by far will be the greatest investment any one company can do for it’s consumers 

as they can better understand autonomous driving and understand their responsibility behind using such technology. 

This will not only defend against attacks but also help in increasing confidence.  

 

Cho. et al (2016) [62]proposed clock-based IDS which measures the clock skew of ECUs and then uses this 

information to fingerprint the ECUs, thus preventing them for getting tampered with. Intrusions are detected by 

checking for an abnormal shift in the clock skews. Encryption can also be used where it is currently not implemented, 

like CAN bus and in signals sent by sensors. Several researchers have published techniques that can be adopted for 

such signals.[63]–[66] A decentralised public key infrastructure (PKI) can also help secure V2V and V2I 

communications[67], [68]. 

VI.CONCLUSION 

 

In this paper, various techniques to evaluate autonomous driving technology have been reviewed. The different tools, 

frameworks, and methods have been thoroughly reviewed. Also, an overview of different technologies for developing 

autonomous cars has been discussed. There is a need for us to make technology that is safe in the true sense and 

holistically. Although a considerable amount of work has been done to make autonomous cars safer,we need to see that 

these frameworks are properly implemented. That is why we hope this research will be instrumental for car 

manufacturers and stakeholders in making connected mobility safer by designing and implementing state-of-the-art 

mitigation and defence strategies.  

 

Safety and security should be the basis of designing for the connected future for everyone to feel trustworthy with their 

electronics which would have more than surrounded them. It should be important for us to build redundancies and 

important measures should be taken so that in the event of a compromise, immediate and defensive mechanisms can be 
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quickly deployed, thus saving valuable lives. Without it, with the rate at which innovation is progressing, we will only 

be digging our own hole.  
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